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Abstract- Data caching strategy for ad hoc networks whose nodes @ange information items in a pee-
to-peer fashion. Data caching is a fully distributed cheme where each node, upon receiving request
information, determines the cache drop time of thénformation or w hich content to replace to make roon
for the newly arrived information. These decisionsare made depending on the perceived “presence”

the content in the nodes proximity, whose estimatio does not cause any additional overhead to ti
information sharing system. We devise a strategy where nodes, indepentef each other, decide whethe
to cache some content and for how long. In the cagd small-sized caches, we aim to design a conte
replacement strategy that allows nodes to succeshBfustore newly received information while maintaining
the good performance of the content distribution sstem. Under both conditions, each node take
decisions according to its perception of what neagbusers may store in their caches and with the airof
differentiating it s own cache content from the other nodes’. The relsus the creation of content diversity
within the nodes neighborhood so that a requestingser likely finds the desired information nearby. W
simulate our caching algorithms in different ad hocnetwork scenarios and compare them with othe
caching schemes, showing that our solution succeeds creating the desired content diversity, thu
leading to a resourceefficient information access
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I. INTRODUCTION

Ad hocnetworks are multi hop wireless networks of smalnputing devices with wireless interfaces. -
computing devices could be conventional computtns éxample, PDA, laptop, or PC) or backbone ray
platforms or even embedded processors such asrseodes. The problem of optimal placement of cache
reduce overall cost of accessing data is motivétedhe following two defining characteristics of &dc
networks. First, the ad hoc networks are multi hefworks without a central base station. T remote access of
information typically occurs via multi hop routingghich can greatly benefit from caching to reduceeas
latency. Second, the network is generally resocoestrained in terms of channel bandwidth or bagemer in
the nodes. Cachinhelps in reducing communication, this resultsavings in bandwidth, as well as batt
energy. The problem of cache placement is partigulzhallenging when each network node has a lir
memory to cache data items. In this paper, oursfaswn eveloping efficient caching techniques in ad
networks with memory limitations.

Research into data storage, access, and dissemnit@thniques in ad hoc networks is not new. ItiQadar,
these mechanisms have been investigated in coanesith sinsor networking pees-peer networks mesh
networks world wide Web and even more general achietworks Distributed implementatio

Our goal in this paper is to develop an approadtt th both analytically tractable with a prova
performance bound ia centralized setting and is also amenable to @aladistributed implementation. In @
network model, there are multiple data items; edath item has a server, and a set of clients tisht o acces
the data item at a given frequency. Each nocefully chooses data items to cache in its lim

[I.  RELATED WORKS

Several papers have been addressed the conteimgacil content replacement in wireless networnkshé
following sections, we review the works that arestnelated to this paper, higghting the differences wit
respect to the Hamlet framework that prop
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2.1. Cooperative Caching

A cooperative caching technique is presented aad shto provide better performance than Hybrid Gach
However, the solution that was proposed is basedhenformation of an overlay network composed of
“mediator” nodes, and it is only fitted to stationmected networks with stable links among nodess&h
assumptions, along with the significant communaratbverhead needed to elect “mediator” nodes, niake
scheme unsuitable for the mobile environments that address. The work in [1] proposes a complete
framework for information retrieval and cachingrimobile ad hoc networks, and it is built on an uhdeg
routing protocol.

2.2 Content Diversity

Similar to Hamlet, in [6], mobile nodes cache ditans other than their neighbors to improve data
accessibility. In particular, the solution in [6h® at caching copies of the same content farthen & given
number of hops. Such a scheme, however, requisestintenance of a consistent state amuodes and is
unsuitable for mobile network topologies. The Tloaaept of caching different content within a neigtitood
is also exploited in [7], where nodes with similaterests and mobility patterns are grouped togethenprove
the cache hit rate, and in [2], where neighboringbile nodes implement a cooperative cache replaceme
strategy.

2.3 Hamlet Framework

The Hamlet framework allows wireless users to tedehing decisions on content that they have retrieved
from the network. In particular, for each infornmatiitem, anode records the distance (in hops) of the node tha
issues thequery, i.e., where a copy of the content is likedybe stored, and the distance of the node that
provides the information.

Based on such observations, the node computesdan of theinformation presence in its proximity for
each of thel items, then, as the node retrieves content thedqtiestedA node that receives the requested
information has the option become a provider fat ttontent to the other nodes. Determining a gjyatd
taking such caching decisions is the main objeciivihis paper, and as such, the correspondingidecblocks
are highlighted and point out that Hamlet expldits observation of query and information messalgasdre
sent on the wireless channel as part of the opesabf the content-sharing application.

The reference system that we assume allows usédicaigns to request an information itdnfl <i <1)
that is not in their cache. Upon a request germrathe node broadcagisery message for the C chunks of the
information item. Queries for still missing chun&ee periodically issued until either the informatibem is
fully retrieved or a timeout expires. If a nodea®es a fresh query that contains a request farimdtioni’s
chunks and it caches a copy of one or more oféhjeested chunks, it sends them back to the reggestide
throughinformation messages. If the node does not cache (all of) the requestathks, it can rebroadcast a
query for the missing chunks, thus acting as a éoder. The exact algorithm that is followed by @@aapon
the reception of a query message is detailed ifiokechart in Fig. 1.
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Fig. 1. Flowcharts of the processing of query
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Once created, an information message is sent lmathetquery source. Information messages are tigtegm
back to the source of the request in a Unicastidasialong the same path from which the requestcdra this
end, backtracking information is carried and updatequery messages.
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Fig.2.Flowcharts of the processing information mesges at user nodes

Fig. 2 depicts the flowchart of the operations atodle that receives a message that contains ammiafion
chunk. A node that receives the requested infoonatias the option to cache the received contenttlzunsl
become a provider for that content to the otheresobetermining a strategy of taking such cachiegjsions is
the main objective of this paper, and as suchctreesponding decision blocks are highlighted ig.FiAs a
consequence, Hamlet does not introduce any signalierhead.

Furthermore, several optimizations can be introduceimprove the aforementioned basic scheme #r th
discovery of content although our focus is not oerg propagation, it is important to take the quergcess
into account, because it is directly determinesntbisvork load associated with the content retrieyaration.
While deriving the results, we consider the follogitwo approaches to query propagation.

a)Mitigated flooding. This approach limits the prop#ign range of a request by forcing a time to ([Vé&L)
for the query messages. In addition, it avoids firavarding of already-solved requests by making the
nodes wait for a query lag time before rebroadogsiquery.

b)Eureka [2]. This approach extends mitigated flogdiy steering queries toward areas of the netwdrdres
the required information is estimated to be denser.

Note that this paper focuses on cooperative cadmiigwe do not tackle information consistency; thues do
not take into account different versions of theteahin the system model. We note, however, thafptievious
version of this paper [4] jointly evaluated Hambgth a basic scheme for weak cache consistencydbaisean
epidemic diffusion of an updated cache contentww@dhowed that weak consistency can be reached vétle
such a simple approach, with latencies on the asflerinutes for large networks. Node R in the loptat is a
relay node, overhearing the exchanged messagesipplee and lower plots respectively represent #se d hQ
value for the provider node P and the case 2 hQh&nhdalues for the relay node R with respect tochery
source Q and the provider P.

[ll.  ZONE COOPERATIVECACHING SCHEME
This section describes our zone cooperative (ZChiog scheme for data retrieval in mobile ad hoc
networks. The design rationale of ZC caching ig th& considered advantageous for a client taeskache
with its neighbor in the zone (i.e., mobile hogiattare accessible in one hop).Mobile hosts betantp the
zone of a given host then form a cooperative cagiséem for this host since the cost for commumnigatiith
them is low both in terms of energy consumption amessage exchange. Fig.4 shows the behavior of ZC
caching strategy for a client request.
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3.1. ZC cache management

Cache management is more complex in cooperativhirmpadecause deciding what to cache can also
depend on the client’'s neighbors. In this sectise,present cache management including cache repésde
policy, cache admission control and cache congigten

3.2 Cache Consistency
Cache consistency issue must be addressed to ghatirglients only access valid states of the dEta
widely used cache consistency models are the wadistency and the strong consistency model.

In the weak consistency model, a stale data migheturned to the client. In the strong consistenogel,
after an update completes, no stale copy of thefieddlata will be returned to the client.

Recently, we have done some work [5][6] on mairitgjrstrong cache consistency in the one-hop based
mobile environment. However, due to bandwidth aadigr constraints in ad hoc networks, it is too egde
to maintain strong consistency, and the weak ctergig model is more attractive [6][7][. The ZC cimchuses
a simple weak consistency model based on the tntieet (TTL), in which a client considers a cactwpy up-
to-date if its TTL has not expired. The client rams the cached data when the TTL expires. A cliefneshes
a cached data item and its TTL if a fresh copyhefs¢ame data passes by.

IV. SIMULATION RESULTS

We tested the performance of Hamlet throngh simulations under the following three different el@ss
scenarios: 1) a network of vehicles that travehinity section (referred to &ty); 2) a network of portable
devices carried by customers who walk in a milil(); and 3) a network of densely and randomly deploye
nodes with memory limitationgremory constrained nodes). The three scenarios are characterizedffeyedt
levels of node mobility and network connectivity.the aforementioned scenarios, our performanckiatian
hinges upon the following quite-comprehensive demetrics that are aimed at highlighting the betsedif
using Hamlet in a distributed scenario:

1) The ratio between solved and generated queridedcsdlved-queries ratio;
2) The communication overhead;
3) The time needed to solve a query;
4) The cache occupancy.
Here couple both schemes with mitigated floodindnilé/deriving the results, we noted that caching dlata

paths leads to poor performance due to the highecaeplacement frequency in the simulated scenamios
Fig.5.
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Fig.3. Static memory-constrained nodes: Solved-quiers ratio and query traffic as the information setsize varies, with Hybrid Cache
and Hamlet.

Therefore, we set the Hybrid Cache parametersatahbi following two conditions are satisfied: T)eTsize of
the data never results in data path caching buayswn information caching, and 2) mitigated flaogliis
always employed for query forwarding. In additido, reduce thenumbers of query transmissions in the
network, queries for missing chunks are not reidsaed both Hamlet and Hybrid Cache are coupled thi¢
preferred group broadcasting (PGB) technique [3].
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V. CONCLUSION
We have introduced Hamlet, which is a caching atpatfor ad hoc networks whose nodes exchange
information items in a peer-to-peer fashion. Hariget fully distributed scheme where each nodenupoeiving
requested information, determines the cache drop 6f the information or which content to replacerake
room for the newly arrived information. These dieeis are made depending on the perceived “presefdtbe
content in the node’s proximity, whose estimatiaresl not cause any additional overhead to the irgtom
sharing system.

This paper showed that, due to Hamlet's cachinigfofmation that is not held by nearby nodes, thigisg
probability of information queries is increased; thverhead traffic is reduced with respect to barark caching
strategies, and this result is consistent in vdaicpedestrian, and memory constrained scenatiosceivably,
this paper can be extended in the future by adidiggs®ntent replication and consistency. The pracedor
information presence estimation that was develdpedamlet can be used to select which content shbal
replicated and at which node (even if such a nddendt request the content in the first place)atdition,
Hamlet can be coupled with solutions that can ma@intonsistency among copies of the same informatém
cached at different network nodes, as well as thi#hversions stored at gateway nodes.
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